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Figure. 2. Distribution of annotated reasoning strategies based on model outputs. The majority of
responses follow the Context-Grounded Reasoning strategy (58.8%). Two representative examples are
shown to illustrate the feature of each strategy.

Introduction

- = Two dominant reasoning strategies are identified:

= Context-Grounded Reasoning: directly reasoning over retrieved evidence with minimal internal
knowledge (58.5%).

= Knowledge-Reconciled Reasoning: verifying or supplementing retrieved information with
internal knowledge (39.0%).

Multihop Question
The arena where the Lewiston

N
/ Context

... The team played its home games at
the Androscoggin Bank Colisée. ..

\ / Ours \
Check Relevance and Rank E&

Maineiacs played their home Context 3

\_ games can seat how I\nw_eopkc?)
The Androscoggin Bank Colis€e ... 1S Relevant Comtoxt

9 a 4,000 capacity (3,677 seated) multi-
2 purpose arena. .. # qp_
S ONO l

Context 1

Context 4

Context 5

The Robins Center is a 7,201-seat

multi-purpose arena in Richmond... Context 4 M et h O d O lO g y
Irrelevant v
\ Context 1
—————————————————— :@I; Questi;n ) “rar| Index @ Retrieve ﬁ@ Findings d 633 Check Contexts Relevance : @ Reasoning Construction 2 m Generation
fatherof o = =
: Q What was the : . . Reasoning Steps: Query:What the...
/ DlreCt O“tp“'é o) o D 0% RAG Construct Reasoning Steps < / > gab?le)r ?;‘l;‘l;llesl‘il;e; ;;0 2'[’(6)(1 ‘/ : /2 .%. Wh;;ﬁﬁ;;ﬁ?ﬂégels CoalEt Context 2° Step 1: We know that Peter <t_hueiﬂryk>9Ka’ QW_]aESail’ ]eEt'S
e e M (k’ . . y ' Similarity = Context 3 Schmeichel is a former professional see-The question-is
Reasoning &2 T Reasoning(®® Sl Step 1: The Androscoggin Bank 3 Corpus e Matching g — Context 5 fiotbelllsic (Clron it 1) askingBut 3,3
. . s Ul C 1 Se 1S 1dentified th !____p __________ Embedding . V ' P Context 4 Step 2: According to the context, he wait—</thinle
Okay, let‘s see... First, I need to Okay, let‘s...First, I need to check the 58 olisee 1s 1dentitied as the arena {1 Peter Schmeichel is ... | $ » (com'iiii‘;‘?rféfeiiﬁ?ﬁauy) ‘ was voted the IFFHS World's Best Reasoning Steps:
. . . was voted the IFFHS 1 ~ i .
recall information about ...I context provided...The first entry says g Y vs;heredﬂ;e Le}lw1st0n s iwaosrlgvf Best Goalkeep... = [ - St‘;;‘;‘egﬁ’j;“;(ﬁiir(SFiﬁﬁﬁfc’iie‘Rs Sgé chﬁm
remember that the Colisée was it’s a 4,000 capacity with 3,677 seated. S played their home games. pregeiter Embedding ToP-K Results [ 1 Sort by order Peter Schmeichel' son, the Step3... =
built in the 1990s. I think the Another part mentions ...The capacity Step 2: The Androscoggin Bank \Peter Sehmeichel. ————-- oy e 1@ o v comerty :Il)iol?:sattéol?isf ?‘%ﬂﬁfiﬁiﬁf e ¥
seating capacity is around 5,000 is listed as 4,000, but the seated N Colis¢e has a seating capacity of A @ Context2 Chain of Thought Step 4: Therefére, the father of
, o .. . - 3,677. @XKasper Hvidt is a Danish Vectorized c ; {Q? Szt ™ ™ ™ Kasper Schmeichel was voted to be /5y, Answer: World's
to 6,000...But I’'m not 100% capacity is 3,677...But wait, the 2y retired handball goalkeeper ; ontext . > > the IFFHS World's Best W Best Goalk
ke 1 4 3 ‘ ! est Goalkeeper
sure... Alternatively, maybe the question says...So the answer should Step 3: Thereforg, the arena where e ———
team moved to a different arena be 3,677. I need to make sure theres no ﬂﬁe.LEWISton Maineiacs p1a3yzc;7
: : SO their home games can seat . . . . . . .
later. Wait, I can't actually look it conflicting info. The second beople 5 ’ Figure. 3. Overall pipeline of our LiIR3AG framework. The Retriever first retrieves potentially relevant
up, but...I think it's 5,200. context...So the correct answer is 3,677. ’ : : : :
P, ’ ’ contexts. Reranker examines their relevance to the question, filters out irrelevant ones, and orders the

K Answer:5200 x/ k Answer:3677 V / \ Answer:3677 V /

Figure. 1. Amulti-hop QA example where direct generation hallucinates, RAG answers correctly but
with redundant reasoning, and LiR3AG uses relevant evidence to generate concise, accurate reasoning
steps and offer the right answers.

remaining contexts according to the expected reasoning sequence. Reasoning Constructor assembles
these contexts into structured reasoning steps, which are subsequently passed to the generator to
produce the final answer.

Experiments
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= Systematic Study of Reasoning Strategies. \We conduct the first comprehensive
analysis of reasoning behaviors in Retrieval-Augmented Generation (RAG)
models, identifying two dominant reasoning modes: Context-Grounded Reasoning
and Knowledge-Reconciled Reasoning.

= Lightweight Rerank Reasoning Framework (LiR°AG). We propose a novel
framework that transfers reasoning strategies from large reasoning models to
smaller non-reasoning models, through three cooperative modules: Retriever,
Reranker, and Reasoning Constructor.

Table 1. The performance of LiR3AG and baseline methods using EM and F1 on four multi-hop QA

datasets. Bold represents the best results, while underlined denotes the second-best. LiR3AG achieves
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the SOTA performance even when using the smallest backbone (Qwen3-8B).

= Efficient and Effective Reasoning Transfer. LiR°AG enables an 8B . | ]
non-reasoning model to match or even outperform a 32B reasoning model in o @0@ o @-@9 OS®
multi-hop QA tasks, while reducing generator token usage by up to 28% and 066@@0’ O\%o\ @6&“0' 2

inference latency by 58.6%.

= Generalizable and Scalable. Our framework achieves consistent gains across
four multi-hop QA datasets (HotpotQA, 2WikiMultiHopQA, MultiHop-RAG,
MuSiQue), demonstrating robust reasoning ability with significantly lower
computational overhead.
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Figure. 4. Time cost of methods on multi-hop QA datasets.

Conclusions: Our approach achieves notable gains in performance while simultane-
ously reducing the computational costs commonly associated with explicit reasoning,
including tokens and inference time.
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