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Memes

Introduction

Direct Output RAG Construct Reasoning Steps
Step 1: The 

is identified as the arena 
where the Lewiston Maineiacs
played their home games. 
Step 2: The Androscoggin Bank 
Colisée has a 

. 
Step 3: Therefore, the arena where 
the Lewiston Maineiacs played 
their home games can seat 3,677 
people.

Multihop Question
The arena where the Lewiston 
Maineiacs played their home 

games can seat how many people?

Answer:5200 Answer:3677

Reasoning
Okay, let‘s see... First, I need to 
recall information about …I 
remember that the Colisée was 

. I think the 
seating capacity is around 

…But I’m not 100% 
sure… Alternatively, maybe the 
team 

Wait, I can't actually look it 
up, but…I think it's 5,200.

Reasoning
Okay, let‘s…First, I need to check the 
context provided…

Another part mentions …The capacity 
is listed as 4,000, 

… , the 
question says…So the answer 

there‘s no 
conflicting info. The second 
context…So the correct answer is 3,677.

Context

Irrelevant

Relevant

… The team played its home games at 
the Androscoggin Bank Colisée…

The Androscoggin Bank Colisée … is 
a 4,000 capacity (3,677 seated) multi-
purpose arena…

The Robins Center is a 7,201-seat 
multi-purpose arena in Richmond…

···

Answer:3677

Ours

Context 1

Context 2

Context 3

Context 4

Context 5

Check Relevance and Rank

Context 4

Context 1

Figure. 1. A multi-hopQA example where direct generation hallucinates, RAG answers correctly but
with redundant reasoning, and LiR3AG uses relevant evidence to generate concise, accurate reasoning
steps and offer the right answers.

Retrieval-Augmented Generation (RAG) integrates external knowledge into Large
Language Models (LLMs) to enhance factuality and reasoning. However, reasoning-
augmented LLMs (e.g., OpenAI o1, DeepSeek-R1) introduce substantial computation
overhead due to lengthy reasoning traces. To address this trade-off, we conduct a
systematic study revealing two reasoning modes in RAG — Context-Grounded Reason-
ing and Knowledge-Reconciled Reasoning. Based on these insights, we propose LiR3AG,
a Lightweight Rerank Reasoning framework that transfers reasoning strategies from
large models to smaller non-reasoning models via a three-module design: Retriever,
Reranker, and Reasoning Constructor. Our approach achieves comparable reasoning
accuracy to 32B reasoning models while cutting token and latency costs by over 90%.

Contributions
Systematic Study of Reasoning Strategies.We conduct the first comprehensive
analysis of reasoning behaviors in Retrieval-Augmented Generation (RAG)
models, identifying two dominant reasoning modes: Context-Grounded Reasoning
and Knowledge-Reconciled Reasoning.
Lightweight Rerank Reasoning Framework (LiR3AG).Wepropose a novel
framework that transfers reasoning strategies from large reasoning models to
smaller non-reasoning models, through three cooperative modules: Retriever,
Reranker, and Reasoning Constructor.
Efficient and Effective Reasoning Transfer. LiR3AG enables an 8B
non-reasoning model to match or even outperform a 32B reasoning model in
multi-hopQA tasks, while reducing generator token usage by up to 98% and
inference latency by 58.6%.
Generalizable and Scalable. Our framework achieves consistent gains across
four multi-hopQA datasets (HotpotQA, 2WikiMultiHopQA,MultiHop-RAG,
MuSiQue), demonstrating robust reasoning ability with significantly lower
computational overhead.

What Reasoning Models Actually Thinking in RAG

58.8%

39.0%
Knowledge-Reconciled

Context-Grounded

Others 2.2%

[...] The context doesn't men-
tion Shirley Temple having 
any government positions. [...] 
Shirley Temple did have a 
political career later, serving 
as a UN ambassador and in 
Congress. [...] Therefore, the 
answer is that Shirley Temple 
became a U.S. Ambassador to 
the United Nations and a 
member of Congress. [...]

Reasoning

Question
What government position 
was held by the woman who 
portrayed Corliss Archer in 
the film Kiss and Tell?

The context provided 
mentions that "Manson" is a 
documentary film made in 
1973. Then, looking at the 
other part of the context, "500 
Years Later" is described as 
an independent 
documentary film directed 
by Owen 'Alik Shahadah and 
released in 2005. So both of 
these films are categorized 
as documentaries. [...]

Reasoning

Question
What type of film both 500 
Years Later and Manson are?

Figure. 2. Distribution of annotated reasoning strategies based onmodel outputs. Themajority of
responses follow the Context-Grounded Reasoning strategy (58.8%). Two representative examples are
shown to illustrate the feature of each strategy.

Two dominant reasoning strategies are identified:
Context-Grounded Reasoning: directly reasoning over retrieved evidence with minimal internal
knowledge (58.5%).
Knowledge-Reconciled Reasoning: verifying or supplementing retrieved information with
internal knowledge (39.0%).

Methodology

GenerationReasoning Construction

Sort by order

Check Contexts Relevance
Reasoning Steps:
Step 1: We know that Peter 
Schmeichel is a former professional 
footballer. (From text 1)
Step 2: According to the context, he 
was voted the IFFHS World's Best 
Goalkeeper in 1992. (From text 4)
Step 3: Since Kasper Schmeichel is 
Peter Schmeichel's son, the 
information about Peter's accolade 
applies to him. (From text 3)
Step 4: Therefore, the father of 
Kasper Schmeichel was voted to be 
the IFFHS World's Best 
Goalkeeper in 1992.

Context 4

Context 2

Context 5
Context 3

Context 1

Chain of Thought

Text
1

Text
4

Text
3

Self-knowledge by LLMs
(If not relevant contexts)

1

2

3Findings
What was the father of 
Kasper Schmeichel voted 
to be by IFFHS in 1992?

①Peter Schmeichel is … 
was voted the IFFHS 
World's Best Goalkeep…
②Kasper Peter 
Schmeichel…is the son of … 
Peter Schmeichel.
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Question Index

Embedding
Model

Vectorized
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Query 
Embedding
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Context 1
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What Reasoning Models 
Thinking in RAG?

Reasoning with relevant
context as evidence

Eliminate conflicts
(contexts irrelevant usually)

Observe on multi-hop QA

Answer: World's 
Best Goalkeeper

Generation

Query:What was the…
<think>OK, Okay, let's 
see. The question is 
asking…But 
wait…</think>
Reasoning Steps:
Step1: We know ...
Step2: According ...
Step3…

0

③The castaldius of Vytautas, 
Andrius …
④Kasper Hvidt is a Danish 
retired handball goalkeeper…

···

Figure. 3. Overall pipeline of our LiR3AG framework. The Retriever first retrieves potentially relevant
contexts. Reranker examines their relevance to the question, filters out irrelevant ones, and orders the
remaining contexts according to the expected reasoning sequence. Reasoning Constructor assembles
these contexts into structured reasoning steps, which are subsequently passed to the generator to
produce the final answer.

Experiments

Method Backbone LLM
HotpotQA 2WikiMultihopQA MultiHop-RAG MuSiQue
EM F1 EM F1 EM F1 EM F1

Direct Output

8B-no-think 0.172 0.257 0.370 0.382 0.492 0.506 0.038 0.109
8B-think 0.185 0.285 0.388 0.408 0.529 0.541 0.053 0.143

14B-no-think 0.150 0.236 0.270 0.276 0.552 0.554 0.024 0.071
14B-think 0.228 0.316 0.390 0.404 0.546 0.561 0.084 0.174

32B-no-think 0.176 0.246 0.370 0.398 0.580 0.597 0.032 0.135
32B-think 0.254 0.358 0.394 0.408 0.608 0.621 0.086 0.190

Vanilla RAG

8B-no-think 0.310 0.403 0.462 0.489 0.602 0.611 0.134 0.239
8B-think 0.328 0.445 0.562 0.604 0.596 0.613 0.239 0.379

14B-no-think 0.342 0.441 0.502 0.537 0.628 0.637 0.160 0.277
14B-think 0.356 0.457 0.562 0.603 0.598 0.615 0.232 0.350

32B-no-think 0.346 0.452 0.468 0.503 0.658 0.668 0.182 0.316
32B-think 0.380 0.501 0.579 0.634 0.642 0.654 0.271 0.410

Ours 8B-no-think 0.402 0.521 0.586 0.653 0.658 0.673 0.326 0.464

Table 1. The performance of LiR3AG and baseline methods using EM and F1 on four multi-hopQA
datasets. Bold represents the best results, while underlined denotes the second-best. LiR3AG achieves
the SOTA performance even when using the smallest backbone (Qwen3-8B).
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Figure. 4. Time cost of methods onmulti-hopQA datasets.

Conclusions: Our approach achieves notable gains in performance while simultane-
ously reducing the computational costs commonly associated with explicit reasoning,
including tokens and inference time.

AAAI2026 Southwest University junjiehuang@swu.edu.cn

mailto:junjiehuang@swu.edu.cn

