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Background

Signed Bipartite Networks

• Consider a signed bipartite network, G = (U , V, E), where
U = {u1, u2, ..., u|U|} and V = {v1, v2, ..., v|V|} represent two sets of
nodes with the number of nodes |U| and |V|. E µ U ◊ V is the edges
between U and V. E = E+ t

E≠ is the set of edges between the two
sets of nodes U and V where E+ u

E≠ = ?, E+ and E≠ represent the
sets of positive and negative edges, respectively.

It is commonly found in many fields including business, politics, and

academics, but has been less studied.
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Signed Graph Modeling

Signed networks are such social networks having both positive and

negative links.

Balance theory is the fundamental theory in the signed network field.

• For classical signed networks, signed triangles are the most common
way to measure the balance of signed networks.

Figure: Illustration of structural balance theory. (Huang et al., ICANN2019)
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Graph Representation Learning

Graph representation learning

• Matrix factorization-based methods
• HOPE (Ou et al., 2016, KDD2016)

• Random-walk based algorithms
• DeepWalk (Perozzi et al., KDD2014), Node2vec (Grover and Leskovec, KDD2016),

LINE (Tang et al., WWW2015)
• BiNE (Gao et al., SIGIR2016)

• Graph neural networks
• GCN (Kipf and Welling, ICLR2017), GraphSAGE (Hamilton et al., NIPS2017),

GAT (Veli�koviÊ et al., ICLR2018), GIN (Xu et al., ICLR2018)

Signed graph representation learning

• Signed network embeddings
• SiNE (Wang et al., SIAM2017), SIDE (Kim et al., WWW2018)

• Signed GNNs
• SGCN (Derr et al., ICDM2018), SDGNN (Huang et al., AAAI2021)
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Signed Bipartite Networks

In di�erent scenarios, the negative ratio varies.
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Signed Caterpillars, Signed Butterflies and Signed Triangles

Two di�erent perspectives:

Figure: Perspective 1 o�ers to analyze the signed butterfly isomorphism.
For Perspective 2, we can analyze the signed triangle isomorphism by sign
construction.
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Balance Theory Analysis

Findings:

• Large majority of signed butterflies/signed triangles in signed bipartite
networks are more balanced than expectation.

• In the scenario of peer reviews, after rebuttal phase, the balance of
signed bipartite networks increased.
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Message/Aggregation/Update Function

Figure: Illustration of SBGNN. SBGNN Layer includes Aggeregate and Update functions. The
aggregated message comes from the Set1 and Set2 with positive and negative links. After
getting the embedding of the node ui and vi , it can be used to predict the link sign relationship.

GNNs Message Passing Scheme
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Loss Function

• After getting embeddings zui œ Rdu and zvj œ Rdv of the node ui and
vj , we can use following methods to get the prediction value for
ui æ vj .

• product operation:
ypred = sigmoid(z€

ui · zvj ),

where ·€ is the transpose function and sigmoid is the sigmoid function
f (x) = 1

1+e≠x .
• Mlp:

ypred = sigmoid
!
Mlp(zui Î zvi )

"

where Mlp is a two layer neural networks, Î is the concatenation
operation.

• After getting the prediction values, we use binary cross entropy as the
loss function:

L = ≠w [y · log ypred + (1 ≠ y) · log(1 ≠ ypred)]
where w is the rescaling weight for the unblanced negative ratios; y is
the ground truth with mapping {≠1, 1} to {0, 1}.
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Experimental Settings

• Datasets
• Bonanza, Review, U.S. House, U.S. Senate

• Tasks: Link Sign Prediction (binary classification problem)
• Train/Val/Test: 85/5/10 (5 times train/val/test splits)
• Baselines:

• Random Embeddings
• Unsigned Network Embeddings: DeepWalk, Node2vec, LINE
• Signed/Bipartite Network Embedding: SiNE, BiNE, SBiNE
• Signed Butterfly Based Methods: SCsc, MFwBT, SBRW
• Signed Bipartite Graph Neural Networks: SBGNN-Mean,

SBGNN-Gat
• Evaluation Metrics

• AUC, Binary-F1, Macro-F1, and Micro-F1
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Experiment results

Table: The results of Link Sign Prediction on four datasets.

• Modeling the balance theory in the signed bipartite network is key for
Link Sign Prediction .

• Our SBGNN models outperform other baseline models.
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Parameter Analysis and Ablation Study

Figure: Parameter analysis on the number of
SBGNN Layer l and imension d for SBGNN on
the U.S. House dataset.

Table: Ablation study results for SBGNN model
on the U.S. House dataset.

• d=32 and l=2 can have a better result.
• Mlp is much better than simple Lr but not better than product

operation.
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Conclusions and Future Work

Conclusions

• We discuss two di�erent perspectives to model the signed bipartite
networks.

• We further use these two perspectives to model peer review and find
that after rebuttal, the balance of reviewers’ opinions improved.

• Under the definition of a new perspective, we propose a new graph
neural network model SBGNN to learn the node representation of
signed bipartite graphs .

• Our SBGNN model achieve the state-of-the art performance in several
datasets.

Future work

• We will explore signed bipartite networks with node features.
• We will try to introduce signed bipartite graph neural networks into

recommender system.
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